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ABSTRACT The current ultrasound reports in Chinese hospitals are mostly written in free-text format.
Important clinical information, such as stenosis rate and plaque location, is recorded in long sentences,
especially for ultrasound reports of cerebrovascular diseases. They cannot be directly used for further
automatic analysis due to the lack of structure and standardization. The goal of this paper is to assess the
feasibility of applying natural language processing technology to automatically extract disease entities and
relate information such as the stenosis rate and plaque location from free-text ultrasound reports of cere-
brovascular diseases. A structured model using conditional random fields (CRFs) is first constructed. Then,
the clause optimizing and segmentation process is performed on a word level to achieve data structuring.
Seven categories of terms, including symptoms, plaque locations, diseases, and degree, in 1980 de-identified
ultrasound reports were manually annotated as a training dataset. With this model, 7937 ultrasound reports
were automatically processed to structure data within 40 min. The true positive rate of the model for each
category of terms is 96%, 94%, 97%, 100%, 100%, 100%, and 97%, respectively. TheCRFmodel can be used
in Chinese natural language processing to provide support for unstructured data analysis. The standardized
segmentation results can be obtained based on medical ontology libraries. However, real-time processing
and scientific annotation remain a challenge if intelligent clinical decision making needs to be applied to a
real-world clinical environment.

INDEX TERMS Natural language processing (NLP), conditional random fields (CRF), ultrasound report.

I. INTRODUCTION
Stroke (cerebrovascular disease) is the fifth leading cause of
death in the United States and is a major cause of serious
disability for adults [1], [2]. Approximately 795,000 people in
the United States have a stroke each year [2]. In China, stroke
has been the leading cause of death in recent years [3], con-
stituting almost one-third of the total number of deaths from
stroke worldwide [4]. By 2013, 27 of 33 provinces in China
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had stroke as the leading cause of death [5]. Many actions
have been taken to reduce the prevalence of cerebrovascular
disease in China. Head and neck vascular ultrasound is one
of the most popular methods of screening people with cere-
brovascular disease because of its high accuracy, mobility,
safety, and low cost. Head and neck vascular ultrasound can
also provide reliable objective imaging and measured data
for clinicians to select the appropriate treatment methods
accordingly.

Recently, artificial intelligence has been investigated to be
applied to improve stroke diagnosis and treatment [6], [7].

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ 89043

https://orcid.org/0000-0001-7498-0249


P. Chen et al.: Automatically Structuring on Chinese Ultrasound Report of Cerebrovascular Diseases via NLP

The results of head and neck vascular ultrasound examina-
tions are very useful data for developing methods to auto-
matically recognize stroke-threatening findings to prevent
cerebrovascular disease regarding its efficacy in detecting
bleeding. Although the quantity of head and neck ultrasound
reports has been very large in China [8], important clinical
information such as stenosis rates and plaque locations still
cannot be used in automatic stroke risk analysis directly
because most of the reports are recorded in free text format
and only be interpreted can by physicians manually, which is
very time-consuming.

Natural language processing (NLP) can provide a way
to analyze a large number of documents and structure
unstructured text information for data processing for further
analysis [9]–[11]. In this study, we investigated developing a
Chinese NLP pipeline using conditional random fields (CRF)
to extract the significant attributes from ultrasound reports
of cerebrovascular diseases. The extracted attributes pro-
vide support for performing further statistical analysis
and generate intelligent treatment suggestions concerning
cerebrovascular diseases.

II. METHODS
In this study, 1,980 reports were manually annotated to train
and validate the CRF model and then 7,937 reports were pro-
cessed using this model. Python on the Linux platform was
used. After extracting the key attributes through CRF, struc-
tured attributes can be obtained based on a self-developed
word segmentation tool, especially for unknown words.

A. CRF MODEL IMPLEMENTATION
CRF is a class of statistical modeling methods used for
structured prediction in natural language processing that is
a discriminant probability undirected graph learning model
proposed by Lafferty in 2001 based on the maximum entropy
model and hidden Markov model [12], [13]. The CRF
model performs particularly well for labeling and segmenting
ordered data [14].

The CRF model can be used to express contextual rela-
tionships and describe the characteristics of overlapping and
long-distance dependencies between nodes [15]. Feature sets
can be arbitrarily selected according to the characteristics of
text medical records, and global optimal values are obtained
after globally normalizing all features, which avoids the prob-
lem of label offset.

Let G = (V ,E) be an undirected graph, and Y = {Yv|v ∈
V } is a set of random variables indexed by node v inG. Given
the condition of X , if each random variable Yv obeys the
Markov attribute, it is represented by the following formula:

p (Yv |X ,Ywµ 6= v) = p (Yv |X ,Ywµ ∼ v)

Then (X,Y) constitutes a conditional random field, where
µ ∼ v denotes that µ and v are adjacent edges. The simplest
and most commonly used is a first-order chain structure, such
as a linear chain structure. The definition is provided below.

Let x = (x1, x2, . . . ,xn) denote the observation sequence
and y = {y1, y2, . . . ,yn is a set of finite states. Based on
the basic theory of random fields, we obtain the following
formula:

p(y|x, λ) ∝ exp(
∑
j

λjtj (yi−1, yi, x, i)+
∑
k

µksk (yi, x, i))

where tj (yi−1, yi, x, i) is the transfer eigenfunction between
i − 1 and i for the observed sequence, and sk (yi, x, i) is the
state eigenfunction at the position of the observed sequence i.
The two eigenfunctions are unified to fj(yi−1, yi, x, i). So the
above formula can be described as the following two
formulas:

p (y | x, λ) =
1

Z (x)
exp(

n∑
i−1

∑
j

λjfj(yi−1, yi, x, i))

Z (x) =
∑
j

exp(λjfj(yi−1, yi, x, i))

From the above analysis, we can see that the linear chain
conditional random field is completely determined by the
eigenfunction tj, sk and the corresponding weights λj and µk .

B. DATA PREPROCESSING
We collected data from head and neck ultrasound reports and
related medical records in a tertiary hospital with neurology
specialty in China from 2015-2017 to build the training and
testing dataset. The collected data must first be pre-processed
for verification, including the three steps of data format uni-
fication, data cleaning, and data storage.
(1) Data format unification: The existence of data in the

database includes multiple formats such as word, txt,
and html. We analyzed the files in different formats and
stored them in a unified manner.

(2) Data cleaning:We cleaned the unified data with errors,
spaces, special symbols, etc., to express the data in a
unified format. The main cleaning data include the fol-
lowing three categories:1) Incomplete data: We tested
whether the data were incomplete or not. Generally,
incomplete data refer to the fields that have no data
associated with the medical record, which cannot be
used by the system. 2)Error data: Error data generally
refers to data in different parts conflict. For example,
a patient was admitted to the hospital on May 12, 2015,
but there was a discharge record on December 5, 2014.
3) Duplicate data: Duplicate data generally refer to
repeated occurrences of the same data, such as two
identical admission records in a medical record

(3) Data storage: The data that have been cleaned are
stored in the database based on the patient’s ID number
and examination time as a unique identifier.

C. MANUAL ANNOTATION
The manual annotation of data was to establish a training
set for the CRF model. We randomly selected 1,980 copies
in 9,917 reports, and the data of the training set accounted for
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FIGURE 1. Flow chart of the data processing using the CRF model.

approximately 20% of the total data. The corpus of reports
was manually reviewed by physicians to label key attributes
in each report into seven categories, including symptom,
disease, three types of location, degree word, and stenosis
rate. Sub-categories such as ‘‘plaque quantity’’ and ‘‘side’’
were annotated as second-level attributes under the symptom
and location category. The labeled data were used as a gold
standard for further word segmentation and classification.
The model was built according to the seven categories of key
attributes. Manual annotation of the neck vascular ultrasound
report required a total of 165 hours.

D. THE PROPOSED FRAMEWORK
1) THE OVERALL PROCESS
First, through the system interface, we obtained substantial
amounts of healthcare data and stored them in the database.
Next, structured attributes were obtained based on the CRF
model after analysis, cleaning, and desensitization. Finally,
we assessed cerebrovascular disease specifically through sta-
tistical analysis. The process is illustrated in Figure 1.

Figure 1 shows that according to the data processing con-
figuration file, the unstructured text data are first marked by
a clause. Then the CRF model is created based on the result
of the clause marking. After marking, the correctness of the
structured data is checked, and then we evaluate the integrity
of the segmentation. If it cannot be concluded, the clause
model needs to be optimized until a predetermined threshold
is reached. After marking the words, the word segmentation
results are evaluated continuously until the predetermined

TABLE 1. Feature template.

threshold is reached. Finally, the structured processing data
are processed logically and negatively.

When writing the feature templates, this study used
Unigram, which could realize binary operation of one-
dimensional features plus a binary feature of a Bigram
template. Then we combined the adjacent features in
Unigram to form features. The specific template is shown
in Table 1.

2) PARAMETERS ADJUSTMENT
(1) -a CRF-L2 or CRF-L1: This is the normalized

algorithm selection, of which the default is CRF-L2.
This parameter is on the loss function, plus the square
of the feature coefficient. The goal is to avoid overfit-
ting and to make the parameters smaller and then more
accurate. In general, the CRF-L2 algorithm is slightly
better than the CRF-L1 algorithm, so we adopted the
CRF-L2 algorithm.

(2) -c float: This sets the hyper-parameter of the CRF
model. The larger the value of c, the higher the degree to
which the CRFfits the training data. This parameter can
adjust the balance between overfitting and underfitting.
The larger the –c float, the higher the fit.

(3) -f NUM: This sets the cut-off threshold for the feature.
In the training data CRF++ uses at least NUM fea-
tures, of which the default is 1. This option will work
when using CRF++ for large-scale data, as there may
be millions of features that appear only once. Since our
data volume does not reach the million level, we use
the default value.

(4) -p NUM: NUM is the number of threads. If the com-
puter has multiple CPUs, the training speed can be
increased using multiple threads.
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TABLE 2. The surgical description of the patients with stents before and after standardization.

3) DATA NORMALIZATION
After processing the data, some are still ambiguous and
cannot be used further directly. Therefore, we standardized
these data to avoid ambiguity and make them more authentic
and easier to understand. For example, the standardization of
the surgical description of patients with stents is demonstrated
in Table 2.

III. RESULTS
A total of 7,937 neck vascular ultrasound reports were
processed with the CRF models and the total processing time
was 40 minutes. The quantities of related words that are
categorized into 7 types of attributes including the symptoms,
diseases, Location 1, Location 2, Location 3, degree words,
and stenosis rate are shown in Table 3.

The following is an example of the model implementation
process. The first process level is the clause level. We need
to segment a paragraph into clauses. Figures 2 and 3 illus-
trate the process with manual annotation (in green) of the
training dataset and automatic segmentation results of the
testing dataset (in red). After model training, the automatic
segmentation results can reach the quality of manual
annotation. We evaluated the segmentation results in a man-
ner of classification considering different types of attributes
(Table 4). In the type of disease, our CRF model achieves
a precision of 0.958 and recall of 0.939, respectively. The
F1-score, which considers both precision and call, can reach
as high as 0.948. For the largest category, we collected
254 related words as ground truth, our CRF model also
achieves a precision, recall, F1-score more than 0.94, which
shows the consistent superior performance. It is also the most
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TABLE 3. The attributes and their quantity after processing.

FIGURE 2. The model interface of the manual annotation on the clause
level.

FIGURE 3. The model interface of the automatic segmentation results on
the clause level.

challenging type for segmentation. As for the rare types such
as plaque location 3 and degree words, our CRF models
successfully identifies all the words correctly. For the last
type stenosis degree, only one false word was misclassified
as true one by our CRF model. If we consider all types of
words together, our CRF model can achieve a precision of
0.958, a recall of 0.949 and a F1-score of 0.954. The high
measuring metrics show the superior segmentation ability of
our CRF model.

The key attributes are the segmented on a word level.
Figures 4 and 5 illustrate the process of ‘‘Plaque Location 1’’
category segmentation with the manual annotation (in green)
of the training dataset and automatic segmentation of the
testing dataset (in red).

Finally, the segmented key attributes are stored in
structured tables that can be used for statistical and other
analyses.

IV. DISCUSSION
Currently, healthcare information systems such as electronic
medical records (EMR) and radiology information sys-
tems (RIS) have become very popular in China and play
important roles in hospital management. In a survey by
the Chinese Hospital Information Management Associa-
tion (CHIMA), EMR and RIS were continuously among the
top 3 most important healthcare information systems from
2013 to 2016. Meanwhile, although many clinical data have
already been digitized in China, large amounts of key infor-
mation that can offer valuable insights still cannot be used in
statistical analysis and decisionmaking. The greatest obstacle
is that the information is recorded in long sentences and has
diversity of expression in the Chinese language. Therefore,
to make further use of the vast amount of information in
these clinical documents, developing an automatic natural
language processing tool for the Chinese language to realize
the automatic structuring and standardization of key clinical
information with minimal human intervention is necessary
and urgent.

CRF is a mature method for word segmentation and this
study was conducted mainly to verify its efficacy and effi-
ciency in processing Chinese healthcare words. The results
showed that the CRF model can be used in Chinese natural
language processing to provide support for unstructured data
analysis. Its efficacy and efficiency both meet the needs of
utilization of clinical documents in Chinese. Additionally, to
verify whether the established model is restricted to certain
specific examinations or can be widely used in healthcare
textual data segmentation, this model can be also applied
for processing medical records of physician examinations.
Future research should expand the data sources to other elec-
tronic records such as admission notes and treatment records.

Standardization and normalization are very import
processes to assist with data usage in statistical analysis.
For example, descriptions of stenosis may vary between
ultrasound doctors because of different educational back-
grounds or work experience. The expression of stenosis in
ultrasound report templates may change over time. Addition-
ally, full-width and half-width characters are also substantial
noise factors in the Chinese language. Under such conditions,
it would be very difficult to accurately filter all patients with
severe stenosis (75% and above) of the carotid artery who had
not undergone surgery and were examined within one year if
data standardization and normalization were not performed.
One of the advantages of our study is the availability of
the medical ontology library in Chinese. This library came
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TABLE 4. The accuracy and specificity of the model for the seven categories.

FIGURE 4. The model interface of manual annotation of ‘‘Location 1’’
category on the word level.

FIGURE 5. The model interface of automatic segmentation of
‘‘Location 1’’ category on the word level.

from the combination of the ICD 10 (Beijing version), ICD
10 (military version), and Practical Internal Medicine 15th
edition.

In this study, we adopted ICD Beijing version and some
related knowledge base designed by ourselves.

ICD10 Beijing version keep the same with the cate-
gory (One uppercase English character followed by two
0∼9 digits) and subcategory (one 0∼9 digit) of ICD-10

coding system. At the same time, it extended the coding
structure in the following two aspects:

1. It extends detailed categories and extended nodes under
detailed categories itself.

2. it adds a new table in which the elements are diagnoses
actually used in clinical environment. Those elements
can be exactly mapped to certain nodes under detailed
categories

The segmented attributes were mapped with the
terminologies in the library according to the normaliza-
tion relationships built by the training dataset after they
were labeled using the CRF model. The query with this
terminology library more efficiently standardizes textual
data.

The CRF models built in this study managed more than
7,900 reports within only 40 minutes, an average of approxi-
mately 0.3 second per report. With its fast calculation speed,
it can manage many annoying texts and effectively combine
prior knowledge. In clinical application, this model can pro-
vide clinicians with a relevant list of disease identifications
rather than a large number of text reports, which will make it
easier for clinicians to analyze those data. It can also be pro-
vided to Clinical Decision Support Systems (CDSS), which
can give more precise suggestions about clinical treatment.

In future research, we will attempt to use different methods
to improve the speed of natural language processing and
achieve real-time processing. We expect that while the ultra-
sound doctor is writing the textual ultrasound report, the free-
text report can quickly generate a structured, well-marked
report and form an annotation on the ultrasound image. After
the ultrasound doctor completes the written report, the gen-
erated annotations are checked, the labels that accurately
reflect the characteristics of the images are retained, and the
correlation between the text of the ultrasound reports and the
images is established. While the medical process is realized,
this association can complete the scientific annotation of the
ultrasound image data and improve the follow-up analysis of
the ultrasound image. This association will not only reduce
the workload of labeling images, but also reduces the errors
caused by the different labeling personnel and ultrasound
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doctors, which could improve the accuracy and reliability of
image annotation.

V. CONCLUSION
In this study, we proposed a CRF model for automatically
segmentation of Chinese ultrasound reports. The CRF model
built in this study showed a superior performance of accu-
racy and efficiency in processing neck vascular ultrasound
reports in the Chinese language, which demonstrates that
CRF model can well capture the textual information of
different categories. The demonstrated CRF model shows
great power in automatically segmenting Chinese ultrasound
reports into several defined categories. One major applica-
tion of our CRF model is for indexing Chinese ultrasound
reports for obtaining the specific terms, such as drug related
terms. Our model can also be applied in the processing of
Chinese ultrasound reports classification. The automatically
structured ultrasound reports can be further utilized in further
downstream applications.

Our CRF model can further be improved in the following
aspects. First, the current model can only handle with pre-
defined categories. It may give wrong classification when
dealing with terms that are not included in pre-defined cat-
egories. Second, it can also be extended to other kind of
electric medical record. Thus the generalization ability across
different electric medical record can be measured. Third, fur-
ther research into building models to establish more specific
relationships between reports and objective images should
also be performed to improve the data reliability.

To sum up, we proposed an automatically segmentation
framework based on CRF model. Our model can be used in
real-world Chinese healthcare information systems to help
improve data usability. Hope our model can shed light on the
processing of medical electric record data.
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